
Focus Section: Arctic and Antarctic Seismology

Seismic Monitoring of Permafrost in
Svalbard, Arctic Norway
Julie Albaric*1,2 , Daniela Kühn2 , Matthias Ohrnberger3 , Nadège Langet2 , Dave Harris4,
Ulrich Polom5, Isabelle Lecomte2,6 , and Gregor Hillers7

Abstract

Cite this article as Albaric, J., D. Kühn,
M. Ohrnberger, N. Langet, D. Harris,
U. Polom, I. Lecomte, and G. Hillers (2021).
Seismic Monitoring of Permafrost in
Svalbard, Arctic Norway, Seismol. Res.
Lett. 92, 2891–2904, doi: 10.1785/
0220200470.

Supplemental Material

We analyze data from passive and active seismic experiments conducted in the
Adventdalen valley of Svalbard in the Norwegian Arctic. Our objective is to characterize
the ambient wavefield of the region and to investigate permafrost dynamics through
estimates of seismic velocity variations.We aremotivated by a need for early geophysical
detection of potentially hazardous changes to permafrost stability. We draw upon
several data sources to constrain various aspects of seismic wave propagation in
Adventdalen. We use f-k analysis of five years of continuous data from the
Spitsbergen seismic array (SPITS) to demonstrate that ambient seismic noise on
Svalbard consists of continuously present body waves and intermittent surface waves
appearing at regular intervals. A change in wavefield direction accompanies the sudden
onset of surface waves when the average temperature rises above the freezing point,
suggesting a cryogenic origin. This hypothesis is supported further by our analysis of
records from a temporary broadband network, which indicates that the background
wavefield is dominated by icequakes. Synthetic Green’s functions calculated from a
3D velocity model match well with empirical Green’s functions constructed from the
recorded ambient seismic noise. We use a shallow shear-wave velocity model, obtained
from active seismic measurements, to estimate the maximum depth of Rayleigh wave
sensitivity to changes in shear velocity to be in the 50–100 m range. We extract seasonal
variations in seismic velocities from ambient noise cross-correlation functions computed
over three years of SPITS data. We attribute relative velocity variations to changes in the
ice content of the shallow (2–4 m depth) permafrost, which is sensitive to seasonal tem-
perature changes. A linear decreasing trend in seismic velocity is observed over the years,
most likely due to permafrost warming.

Introduction
Warming of permafrost in polar territories is a major concern
associated with the overall change of the global climate system,
especially because of its potential for greenhouse gases emission
(Anisimov, 2007; Schaefer et al., 2014). Monitoring its dynamic
properties is thus essential. Permafrost is thermally defined as
ground that remains at or below 0°C for at least two consecutive
years (Williams and Smith, 1989). The top of the permafrost,
called the active layer, is subject to summer thawing and winter
freezing. Below this, the permafrost shows seasonal subzero tem-
perature variations down to the depth of zero annual amplitude
(e.g., Isaksen et al., 2007). The pore space of permafrost can be
filled with a variable proportion of gas, ice, and water, depending
on several factors such as temperature, pore size and shape,
nature of the water, salinity, and stress state (e.g., Timur,
1968; Zimmerman and Michael, 1986; Stemland et al., 2020).

Seismic monitoring is one of the most suitable methods for
detecting changes in permafrost dynamic properties because

seismic velocities are particularly sensitive to the ice content
of the ground and increase, for example, when water in the
pore medium is freezing (e.g., Timur, 1968; Zimmerman and
Michael, 1986; LeBlanc et al., 2004; Dou and Ajo-Franklin,
2014; Dou et al., 2016; Stemland et al., 2020). As temperature
decreases below 0°C, interstitial water freezes, first within
larger pore spaces and then within smaller ones, resulting in
a gradual increase in seismic velocities (Timur, 1968;
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Zimmerman and Michael, 1986; LeBlanc et al., 2004). This
phenomenon has been observed in the active layer by several
studies analyzing seasonal velocity change based on ambient
seismic noise monitoring (James et al., 2017, 2019; Kula et al.,
2018; Köhler and Weidle, 2019) and repeated active seismic
experiments (Stemland et al., 2020). In addition, velocity con-
trasts associated with unfrozen interstitial water have been
detected below the active layer, in particular through P- and
S-wave seismic tomography (LeBlanc et al., 2004) and active
surface wave surveys (Dou and Ajo-Franklin, 2014). For exam-
ple, the laboratory analysis from Zimmerman and Michael
(1986) indicated an increase of P- and S-wave velocity of more
than 10% in some permafrost sediment core samples due to ice
saturation increasing between −5°C and −15°C.

In this article, we investigate changes in the properties of
permafrost related to seasonal temperature changes. We estimate
seismic velocity variations using three years of ambient seismic
noise recorded on Svalbard, Norway (Fig. 1). The Svalbard archi-
pelago is located in the Arctic Ocean on the northwesternmargin
of the Barents Sea shelf (e.g., Bungum et al., 1991). The area
exhibits regular seismic activity comprising tectonic and glacial
events (e.g., Köhler et al., 2012; Pirli et al., 2013). Our research
concentrates on the Adventdalen valley close to the town of
Longyearbyen, located on Spitsbergen island. The geological
and tectonic characteristics of Adventdalen were studied in
detail, in particular in association with the carbon capture and
storage research carried out by the Longyearbyen CO2Lab of the
University Centre in Svalbard (UNIS; Braathen et al., 2012;
Senger et al., 2014; Olaussen et al., 2019). Drill cores at the loca-
tion of the CO2Lab indicated 60–70 m of Holocene gravel and

sand followed by a succession of sandstones, silts, and shales
comprising the Cretaceous formations of the Adventalen group
overlying a sandstone unit targeted as a potential CO2 reservoir
at ∼670 m depth. Microseismic monitoring at the CO2Lab was
described in Oye et al. (2010, 2013), Kühn et al. (2014), and
Harris et al. (2017).

Permafrost on Spitsbergen is overlain by a seasonally
unfrozen active layer of about 0.8 to ∼2 m thickness and
underlies at least 90% of the land surface not covered by
glaciers (Humlum et al., 2003; Christiansen et al., 2010;
Westermann et al., 2010). The total permafrost thickness
was estimated to be 120–160 m at the CO2Lab (Braathen et al.,
2012) and 220 m within the Janssonhaugen temperature bore-
hole (JB in Fig. 1; Isaksen et al., 2001). Permafrost warming on
Svalbard has already been detected and will likely continue
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Figure 1. Overview on the study area. (a) Map of the Svalbard
Archipelago. (b) Map of the Adventdalen area. The location of the
CO2Lab is indicated by an open square. The SEISVAL seismic
network and the Spitsbergen seismic array (SPITS) array are indi-
cated by open and black filled triangles, respectively. The names
and relative locations of the SPITS array stations are indicated in the
upper right corner inset. Black filled circles in (a) correspond to
regional seismicity between 2008 and 2018 (Pirli et al., 2013) and
empty circles in (b) to local events located in this study. White areas
correspond to glaciers (mapped using data; see Data and
Resources, Raup et al., 2007). JB refers to the Janssonhaugen
temperature borehole (Isaksen et al., 2001). The color version of
this figure is available only in the electronic edition.
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over the next century (Isaksen et al., 2007; Seneviratne et al.,
2016). Thus, seismic monitoring of permafrost resilience or
vulnerability, respectively, is crucial.

The analysis of Green’s functions (or cross-correlation
functions [CCFs]) constructed from the ambient wavefield
through seismic interferometry (e.g., Shapiro and Campillo,
2004; Snieder, 2004; Hadziioannou et al., 2009) has become
a standard tool in seismology for imaging (e.g., Shapiro
et al., 2005; Roux et al., 2011; Lehujeur et al., 2018) and
monitoring temporal changes in seismic velocity (e.g.,
Snieder et al., 2002; Sens-Schönfelder and Wegler, 2006;
Brenguier et al., 2008; Hillers et al., 2015). Techniques meas-
uring interstation noise-correlation functions allow for the
tracking of variations in propagation characteristics over time
and distance scales governed by the coherent parts of the ambi-
ent wavefield.

We processed seismic data from passive and active moni-
toring systems (Fig. 1): a permanent small-aperture array
(Spitsbergen seismic array [SPITS]), a local temporary network
(SEISVAL), and an active S-wave seismic experiment at the
CO2Lab. The results of the active seismic experiment allowed
for improved estimates of the shallow velocity structure of
Adventdalen and served for event location and Rayleigh wave
sensitivity analysis. SPITS and SEISVAL seismic recordings
were both used to characterize the ambient wavefield.
SEISVAL CCFs were compared with synthetics computed
through a large-scale 3D velocity model of the Adventdalen
to improve our interpretation of scattered wave propagation
in the valley. From the SPITS CCFs, we estimated long-term
seasonal velocity variations in the permafrost.

Seismic Monitoring Networks in
Adventdalen
Permanent seismic array: SPITS
The SPITS array (Fig. 1) is located about 10 km southeast of
Longyearbyen on an outcrop of the Helvetiafjellet geological
formation, consisting of sandstone, shale, coal, and conglom-
erate. It was installed by the Norwegian Seismic Array
(NORSAR) in 1992 (Mykkeltveit et al., 1992) for seismic mon-
itoring of the archipelago and the Arctic and is today part of
the Comprehensive Nuclear-Test-Ban Treaty international
monitoring system (Schweitzer et al., 2021). This permanent
installation currently consists of nine broadband stations
arranged on two concentric circles with 500 m and 1 km diam-
eters, respectively (Güralp CMG-3TB, 100 s - 50 Hz, connected
to CMG-DM24 digitizers; Pirli, 2013). Stations record data
continuously at 80 Hz on three components, except for three
one-component stations (SPA1, SPA2, and SPA3; Fig. 1). The
sensors are installed at 6 m depth to be shielded from noise
produced by wind and anthropogenic activities. The data
are automatically and manually processed by NORSAR for
earthquake bulletins (NORSAR, 1971) distributed to national
and international data centers.

Temporary broadband network: SEISVAL
The SEISVAL temporary network (Fig. 1) consisted of 12 sta-
tions deployed in Adventdalen during summer 2014 (May–
September). Six of the sensors were CMG 40 instruments
(Güralp, 60 s-50 Hz); the remaining six were Noemax seis-
mometers (Agecodagis, 20 s-50 Hz). The sampling frequency
of the Taurus digitizers was set to 100 Hz. Most of the stations
were installed on large blocks of rock, in some cases requiring
an additional cement base to enhance leveling, in particular for
the Noemax sensors. Two stations (STN07 and STN08) were
installed on existing concrete bases and one (STN12) inside a
cabin. Each sensor was protected with a plastic box insulated
with rock wool and sealed to the rock with cement. Most of the
stations acquired data during the whole installation period;
however, station STN04 stopped recording in mid-June, sta-
tion STN08 from mid-July to mid-August, and station
STN10 did not record data except for a very short period.
From spectrograms, it was evident that STN01 was malfunc-
tioning at least during the last period of the deployment.

Active seismic experiment
S-wave reflection and vibroseis downhole experi-
ments. To build a 1D velocity model of the shallow subsur-
face, vibroseis S-wave reflection and downhole experiments
were conducted in September 2012 (Oye et al., 2013).

For the S-wave reflection experiment, a 100-m-long profile
was acquired on a gravel road in the Longyearbyen CO2Lab area
(see CO2Lab marker on Fig. 1 and P2 seismic line on Fig. S1,
available in the supplemental material to this article). The
S-wave source consisted of an electrodynamically driven linear
shaker (Electrodynamic-Vibrator System [ElViS]) mounted
below a wheelbarrow frame (Polom, 2006; Polom et al., 2010,
2011) utilizing the Vibroseis method (Crawford et al., 1960).
The shaking orientation was perpendicular to the acquisition
line to generate horizontally polarized S-waves (SH). The signals
were recorded by 48 horizontal geophones (SH-mode, SM6-H
10 Hz) mounted every 2 m on a land streamer. Data were pre-
processed using the VISTA 10.028 seismic data processing soft-
ware (GEDCO Inc., Calgary, Canada). The shallowest 10 m of
the profiles were affected by the presence of the road that
induced an artificial velocity layer; thus, they were removed from
the analysis. Figure 2a depicts a sequence of two-fold stacked
raw records from P2, acquired on the main road. FX-deconvo-
lution was applied to reduce wind noise before finite-difference
timemigration using smoothed stacking velocities. S-wave inter-
val velocities derived from the stacking velocities are presented
together with the depth-converted final section in Figure 2b.
The results indicated low S-wave velocities of about ∼200 m/
s in the upper 50 m, increasing to ∼450 m/s at 75 m depth.
Because of the limited acquisition line spread of 95 m and
wind noise affecting the raw data, the precision of the velocity
calculation decreased at greater depth and could not be
interpreted.
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A complementary S-wave vibroseis downhole experiment
was carried out around observation well Dh3 (Fig. S1b).
Dh3 was equipped with a string of five three-component geo-
phones located between 94 and 294 m in depth with a 50 m
spacing. The string was connected to a Geometrics GEODE
automatic recording system used for continuous passive seis-
mic monitoring (Kühn et al., 2014). The ElViS microvibrator
was employed again to generate SH and SV polarized shear
waves at shot points around the well (S1–S11 in Fig. S1).
Data processing included adjusting the source timing, a static
shift, a vibroseis correlation (Crawford et al., 1960), band-pass
filtering between 20 and 85 Hz, and normalizing the traces.
The processed data are presented in Figure S2. Results were
similar for both SV and SH source configurations. P-wave
arrivals could be identified on the vertical components down
to the 194 m depth level. Because the S-wave onset was visible
only at 94 m depth, the S-wave arrival was determined by
waveform matching on the other geophones. Accordingly,
P- and S-wave velocities were well resolved down to 194 m
in depth. The average P-wave velocity from the surface to
94 m depth was 1800 m/s (505 m/s for the S-wave velocity)
and 3571 m/s between 94 and 194 m in depth (1726 m/s
for the S-wave velocity).

Velocity model building. To construct a near-surface 1D
velocity model, results from both the reflection and vibroseis
downhole experiments were integrated (Fig. S3a,b). For the
S-wave model, velocities from the reflection experiment from
the surface to 75 m in depth were combined with the velocities
extracted from the vibroseis downhole survey for depths
between 94 and 194 m. Velocities were linearly interpolated
between 75 and 94 m in depth. However, the S-wave velocities
in the uppermost part of the velocity model may still be

overestimated due to the presence of a gravel road. The P-wave
velocity model was less well constrained, and a value of 1500m/s
was assumed at the surface following Bælum et al. (2012). The
velocity at 75 m depth was derived from the S-wave velocity
employing a VP=VS ratio of 1,7. For the depth range between
94 and 194 m, the P-wave velocity model was based on the
downhole experiment results (Figs. S2 and S3b).

Within the scope of the Longyearbyen CO2Lab project,
active seismic experiments were conducted to assess the poten-
tial for CO2 sequestration and to develop a 3D reservoir model
for the Adventdalen valley (Bælum et al., 2012; Braathen et al.,
2012; Senger et al., 2014). From these measurements, recorded
by snow streamer in winter conditions, only P-wave velocities
were available, focusing on the bedrock succession, especially
the proposed reservoir layer. The main feature of the reservoir
model was strata dipping toward the southwest by 1°–3°, such
that the proposed reservoir layer, situated at 670–970 m in
depth below the CO2Lab, outcropped 15–20 km to the north-
east (Bergh et al., 1997; Braathen et al., 2012). From this model,
a 3D raytracing model was constructed (see fig. 7 in Lubrano
Lavadera et al., 2018). We employed this model for the com-
putation of synthetic Green’s functions to resolve potential 3D
effects, for example, those caused by topography (see the
Modeling CCFs section). The near-surface 1D velocity model
was extended to larger depths by merging it with a profile from
the 3D raytracing model extracted at the CO2Lab location (Fig.

Figure 2. Profile 2 along the main road. (a) Examples of shot
records. (b) Final depth-converted finite-difference-migrated time
section, with superimposed color-coded S-wave interval veloc-
ities. The color version of this figure is available only in the
electronic edition.
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S3c,d). We used this composite 1D velocity model as described
in the following sections to locate the microseismic events
recorded on the temporary broadband network (see the
Local microseismicity and icequakes section) and to analyze
the influence of S-wave velocities on the Rayleigh wave velocity
(see the Rayleigh wave sensitivity section).

Characterization of the Ambient
Wavefield
Local microseismicity and icequakes
This section assesses the contribution of microseimicity and
icequake activity to the ambient wavefield in Adventdalen.
In particular, we investigated the benefit of installing the
SEISVAL temporary network to enhance the detection capac-
ity for local events. Because of the small aperture of the SPITS
array, only the central station (SPA0) was included in the
analysis. The event detection was carried out manually, by vis-
ually screening 30-min-long signals recorded at all stations and
components between May and September 2014. It resulted in
the selection of about 1000 potential seismic event records. In a
second step, regional events reported by the NORSAR
reviewed bulletin (magnitude ≥2.0) or unsupervised general-
ized beamforming bulletin (NORSAR, 1971) were rejected,
leaving 250 potential local events.

Three event types were observed: (1) short-duration signals
characterized by distinct P- and S-wave arrivals associated with
local events (Fig. 3a,b), (2) longer-duration signals distin-
guished by two distinct phases with a temporal separation
on the order of 10 s associated with regional events not
reported in the previous catalogs (Fig. 3c), and (3) long-dura-
tion signals (>100 s or more) associated with source processes
that were more difficult to identify and were therefore classified
as noise. The first two categories of events were located
employing the 1D velocity model extended to larger depths
(Fig. S2c,d) and a grid search. They appeared to occur mainly

in two areas to the southeast and north of the network, collo-
cated with a coal mine and glaciers (Fig. 1). Using waveform
cross-correlation, events were classified into clusters, among
which the events to the southeast and north represent two
well-correlated families. However, the P-wave arrivals of the
events located to the southeast in the vicinity of the mine con-
tained more energy at higher frequencies (≤10 Hz; Fig. S4). We
noted further that the events located close to the mine were
distributed randomly in time, whereas the events located in
the north occurred within 15 days in July 2014.

Previous studies of icequakes in Svalbard (e.g., Köhler et al.,
2012, 2015) observed a wide variety of seismic signals associ-
ated with glaciers. Therefore, although the events to the north
can be interpreted as icequakes, we cannot conclusively deter-
mine if the seismicity to the southeast represents mining-
induced events or icequakes.

Spectral and f-k analyses of the ambient seismic
noise
To characterize the spectral content of the ambient seismic
wavefield, we analyzed data recorded by the SPITS array from
2007 to 2014 in the frequency range between 0.1 and 40 Hz. In
a first step, probabilistic power spectral density functions
(McNamara et al., 2009) were computed to establish ambient
seismic noise baselines: long-term yearly baselines to

Figure 3. Vertical-component records of (a) a local event located
to the southeast with respect to the SEISVAL network; (b) a local
event located to the north with respect to the SEISVAL network,
and (c) a regional earthquake. Data are filtered between 2 and
20 Hz. In (a) and (b), the blue and orange bars represent the P-
and S-wave picks used for event location, respectively. The color
version of this figure is available only in the electronic edition.
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characterize ambient noise conditions and short-term weekly
as well as monthly baselines to determine changing station per-
formance and noise characteristics (Fig. S5). At frequencies
below 0.2 and above 5 Hz, the ambient seismic noise was close
to the new low noise model (Petersen, 1993). The maximum
energy was present at about 0.2–0.3 Hz, corresponding to the
secondary microseism. A stable source of noise was also recov-
ered at 0.5–4 Hz. In addition, seasonal changes occurred in the
noise level. At high frequencies (>2 Hz), the level of noise was
higher in summer than in winter, which can be explained by
the increase in icequake activity due to ice melting (Köhler
et al., 2015). By contrast, low-frequency noise was stronger
in winter, most likely due to the dynamic weather conditions
similar to those described for Norway (Demuth et al., 2016) or

to the strong noise source in the northern Atlantic Ocean that
dominates during winter (Stehly et al., 2006).

To better characterize the direction in which ambient seismic
noise propagates across the array, a frequency–wavenumber (f–
k) technique (Kværna and Ringdahl, 1986; Krim and Viberg,
1996; Rost and Thomas, 2002) was applied in the frequency
bands 0.5–2, 1.5–4.5, 3–9, and 6–18 Hz. Lower frequencies were
omitted due to the small aperture of the SPITS array and cor-
respondingly limited resolution. The time resolution of the slid-
ing window analysis was adjusted to capture high-frequency
transients of both tectonic and cryogenic origin as well as back-
ground noise around 1 Hz. For each time window, the following
wave-field attributes were recorded: the absolute horizontal
slowness, the direction of propagation, the coherency of the
wavefield via the multitrace semblance coefficient (Neidell
and Taner, 1971), and the beam power.

The overall output of the analysis windows was summarized
with histograms for individual wavefield parameters. To
resolve diurnal changes, the summary histograms were com-
puted for 3 hr intervals representing the f-k results from

Figure 4. (a) Temperature and air pressure are compared with
absolute horizontal slowness from 2009 to 2013 for frequencies
(b) 6–18, (c) 3–9, (d) 1.5–4.5, and (e) 0.5–2.0 Hz. Horizontal
slowness is presented as histograms for 3 hr intervals. Color
scales are relative and not comparable given the choice of
window lengths for different frequency bands. Horizontal gray
lines mark standard slowness values for local body wave phases
(Pg ≈ 1/6 s/km, Pn ≈ 1/8 s/km, Sg ≈ 1/3.5 s/km, Sn ≈ 1/4.5 s/km,
and Rg ≈ 1/1.6 s/km). The color version of this figure is available
only in the electronic edition.

Figure 5. (a) Temperature and air pressure are compared from
2009 to 2013 with backazimuths computed for absolute hori-
zontal slowness filtered in the slowness range from 0.33 to
1 s/km for frequencies (b) 6–18, (c) 3–9, (d) 1.5–4.5, and (e) 0.5–
2.0 Hz. Color scales are relative and not comparable given the
choice of window lengths for different frequency bands. The
color version of this figure is available only in the electronic
edition.
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∼3600 time windows (lowest frequency band) to ∼108, 000
time windows (highest frequency band).

Figure 4 shows histograms of absolute horizontal slowness
values binned in 0.02 s/km and within 3 hr time windows. For
all frequency ranges, the histograms peaked at typical P- and S-
wave slownesses of crust and upper mantle. This pattern was a
temporally stable feature throughout the years with recurring
short-lived interruptions during early summer months when
surface-wave propagation velocities became dominant. To
investigate this annual pattern, we filtered the analysis results,
keeping only time windows showing slownesses in the range
from 0.33 to 1 s/km. In Figure 5, we show the resulting
back-azimuth distributions of the seasonally dominating sur-
face wavefield (see Fig. S6 for the summer period of 2011). We
observed an abrupt change of the back-azimuth pattern of the
surface-wave field in the first days of June. Coinciding with the
average air temperature rising above the freezing point, the his-
tograms show strong arrivals at several back-azimuths in both
the northern and southern directions, the most pronounced
being N140°E–N160°E. The directional source concentration
persisted for a few weeks. After disappearing for two weeks
at the end of the summer, two other activity bursts from
southeastern directions were detected. This behavior was vis-
ible for all studied years (2010–2013; Fig. 5).

We attribute this consistent seasonal pattern to cryogenic
glacier-related seismicity typically being active during sum-
mertime, probably due to the effect of increasing temperature
promoting cracks within the glacier body and allowing for
basal gliding due to melt water accumulating at its base.
Köhler et al. (2015) reported the occurrence of such concen-
trated seismicity in the frequency band from 1 to 8 Hz for a
large number of glaciers in Svalbard. In particular, during
summers and autumns within the years 2007–2013, daily ice-
quake activity was recorded at Kongsfjorden (to the north-
northwest) and Hornsund (to the south). In addition, the

analysis of microseismicity in this study features event loca-
tions correlated with glaciers around Adventdalen.

Ambient Seismic Noise Cross-
Correlation
CCFs computation
Data processing was performed using a Python code developed
for dense array noise-correlation studies (Boué et al., 2013,
2014). Daily CCFs were computed separately for the SEISVAL
network and the SPITS array.

The SEISVAL network consists of two different types of
sensors, so the instrument response had to be homogenized
first. Because the Güralp CMG40 instrument response features
the wider spectrum, the data recorded by these sensors were
corrected to the Noemax Agecodagis instruments instead.
Because of the different numbers of components of the SPITS
sensors, the analysis of these data focused only on pairs of
vertical components.

Data were band-pass filtered between 0.01 and 30 Hz for
SPITS and between 0.03 and 40 Hz for SEISVAL. Daily records
were split into 6 hr segments for SPITS and into 2 hr segments
for SEISVAL. The mean and trend of the time series were
removed. A data segment was rejected if its elevated relative
energy content suggested contamination with an earthquake
or icequake signal. Spectral whitening was applied to the

Figure 6. Examples of cross-correlation functions
(CCFs) computed from SPITS and SEISVAL data (vertical com-
ponents) for stations pairs (a) SPB1–SPB4 (north–south direction),
(b) SPB3–SPB5 (east–west direction), (c) STN02–STN06 (north-
west–southeast direction, north side of Adventdalen), and
(d) STN07–STN09 (southeast–northwest direction, south side of
Adventdalen). The color version of this figure is available only in
the electronic edition.
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segments (50–20 s for SPITS, 25–30 Hz for SEISVAL),
followed by time-domain clipping at 3.5 times the standard
deviation of the amplitude distribution in each time window.

Example normalized daily CCFs are plotted in Figure 6 for
the frequency range of 0.5–2 Hz for the whole year of 2011 for
SPITS and for days-of-year 127–255 of 2014 for SEISVAL. The
abscissa denotes lag time and the ordinate calendar time. The
stack over all days is presented at the top of the panels.

Compared with the SEISVAL CCFs, the shorter interstation
distances at the SPITS array led to higher signal-to-noise ratios
and shorter travel times of the main Rayleigh wave arrival
around 0 s lag time, and the correlation coda exhibited stable
arrivals that were used for velocity change monitoring. The
symmetry of the SPITS CCFs tended to vary seasonally, result-
ing from variations in the noise source directions (Stehly et al.,
2006) as illustrated in the previous section.

The CCFs reconstructed between STN02 and STN06 on the
north side of Adventdalen contained a signal at positive lag
times, whereas the CCFs between STN07 and STN09 on the
south side of Adventdalen featured an arrival at negative lag
times. STN06 and STN07 were located to the southeast,
whereas STN02 and STN09 were located to the northwest
(Fig. 1). The observed asymmetries seem to be a general feature
for northwest–southweast-oriented travel paths along the
northern and southern edge of the Adventdalen valley, sug-
gesting that at least in the analyzed frequency bands, noise
sources were spatially heterogeneous and clustered toward
the northwest (compare with fig. 1 in Stehly et al., 2006).
For CCF stacks corresponding to travel paths across the valley,
the signals were more symmetric compared with the travel
paths along the valley. This strongly suggests a predominant
energy flux along the valley, which can be explained by the
skewed noise source distribution in combination with the
topography forming a guide for wave propagation.

Modeling CCFs
To better understand the CCF properties, we modeled wave
propagation in Adventdalen. For a diffuse equipartitioned
noise field, the nine cross-correlations between pairs of seismo-
graph components are empirical estimates of the correspond-
ing Green’s functions (Lobkis and Weaver, 2001; Snieder,
2004; Tsai, 2010).

We employed the 3D velocity model described in the
Velocity model building section, combined with a topographic
model of the region. The computational domain consisted of a
volume of 10 × 15 × 3 km3 covering the locations of the tem-
porary broadband network stations and the CO2Lab, with a
3 km margin on all sides to reduce boundary effects.
Calculations, carried out using 1024 processors of a supercom-
puter, were accurate to 9 Hz. Given the minimum shear-wave
speed of 660 m/s in the 3D velocity model, this required a grid
spacing of 9 m leading to about 6:2 × 108 grid points
and a timestep of 0.0012 s/samples for simulation times

of 7.5 s. Computations were carried out using the SW4
fourth-order accurate finite-difference code for seismic-wave
propagation (Sjögreen and Petersson, 2012; Petersson and
Sjögreen, 2015, 2017). We took a reciprocal approach to the cal-
culations (Eisner and Clayton, 2001), placing a source at each
station location in turn, while recording at the remaining sta-
tions. This entailed three forward runs of the elastic finite-differ-
ence model at each of the station locations applying a force in
each of the three cartesian directions and recording the six-com-
ponent strain tensor at each of the other 11 stations.

Figure 7 compares the modeled Green’s functions with the
CCF stacks for sensor pairs situated on the south side of
Adventdalen by taking the derivative of the latter. For the sig-
nals at negative time lags, the agreement between measured
and modeled Green’s functions was remarkable, providing
an independent validation of the 3D velocity model. A simi-
larly good match could be observed for sensor pairs along
the north side of Adventdalen for positive lag times and for
most of the short travel paths across the valley, that is, for sen-
sor pairs STN06–STN07, STN02–STN09, and STN05–STN08.
For the remaining station pairs, especially for the longer propa-
gation paths across the valley, the agreement was not as good.
A polarization analysis of the modeled seismograms confirmed
the propagating waves as Rayleigh waves.

Seismic Velocity Variation Monitoring
Rayleigh wave sensitivity
We analyzed the sensitivity of Rayleigh waves at depth to
changes in shear-wave velocity following Boore and Nafi
Toksöz (1969). To this end, we computed derivatives of

Figure 7. Comparison of modeled Green’s functions and recorded
CCFs for sensor pairs on the south side of Adventdalen; black
lines represent modeled Green’s functions, and red lines
represent measured cross-correlation stacks; both data filtered
within 0.75–1.5 Hz. The color version of this figure is available
only in the electronic edition.
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fundamental Rayleigh wave phase and group velocity curves
for a large frequency band (0.2–20 Hz) in response to changes
in S-wave velocity within 100 individual layers of increasing
thickness up to the model depth of 1200 m (Fig. 8).

As velocity model, we used the extended 1D S-wave velocity
(Fig. S3c). P-wave and density variations were not considered
because the sensitivity of surface-wave velocity to P-wave
velocity and density variations are small compared with that
of shear-wave velocity changes (Boore and Nafi Toksöz, 1969).
Domains in the frequency–depth plot for which an increase in
shear-wave velocity leads to an increase in Rayleigh wave
velocities are shown in blue, and an anticorrelated response
is indicated in red. White regions show a neutral response.
For this shear-wave velocity model, sensitivities of Rayleigh
wave phase and group velocities are strongest within the
uppermost 100 m. Down to depths of approximately 80 m,
where the shear-wave velocity increased abruptly, a change
of 1 m/s in shear-wave velocity caused a change of up to
0.2 m/s in Rayleigh wave velocity (for both phase and group
velocities), corresponding to a fractional change of 20%.

Velocity changes in permafrost at SPITS
We investigated three years of data for evidence of velocity
changes in the subsurface using CCFs computed from all ver-
tical components included in the SPITS array. Prior to the
analysis, we removed sporadic low-quality correlations from
the three-year gathers. Relative travel-time changes (dt/t) were
estimated in the coda of the CCFs to infer a potential relative
velocity variation (dv/v = −dt/t; e.g., Snieder et al., 2002;
Brenguier et al., 2008; Hadziioannou et al., 2009; Hillers
et al., 2015). This analysis is typically performed using the
time-domain stretching method (Sens-Schönfelder and
Wegler, 2006) or the spectral doublet method (Poupinet et al.,
1984), also known as the moving window cross-spectral
method (MWCS). Both methods were tested and gave similar

results. We continue showing the results from the doublet
method.

For each station pair, a reference cross-correlation function
(RCCF) was constructed using the stack of all daily CCFs over
the study period. Subsequently, a ± 10 days moving-average
stack of daily CCFs was compared with this RCCF. TheMWCS
method was applied to the coda of the CCFs at negative and
positive lag times between 8 and 20 s. This window starts suf-
ficiently late in the coda after the arrival of the direct surface
wave to minimize the influence of ballistic components or azi-
muthal variations in the distribution of noise sources (Colombi
et al., 2014). The final dv/v estimate was obtained by averaging
over all station pairs. We investigated different frequency
bands but focus here on the results obtained in the 0.5–2 Hz
range (Fig. 9). The f-k analysis shows higher plane-wave energy
arriving at higher frequencies compared with the body wave
components or the relative surface-wave energy in this
frequency range (Fig. 4). However, the cleaner dv/v measure-
ments are obtained in the target range 0.5–2 Hz, which reflects
the comparatively higher coherency of the reconstructed coda
waves at these longer periods.

Strong seasonal variations in seismic velocity were resolved
with a maximum amplitude of about ± 0.08%, in addition to a
linearly decreasing trend (Fig. 9). An anticorrelation between
changes in seismic velocity and temperatures measured
between 0.5 and 15 m in depth in a nearby borehole (Isaksen

Figure 8. Sensitivity of Rayleigh wave (a) phase and (c) group
velocity to changes in shear-wave velocity with depth for (b) 1D
velocity model including measured shallow shear-wave velocities;
red vertical lines in (a) and (c) mark 0.5–2 Hz frequency band for
which velocity variations were observed in the following. Please
note logarithmic scale of axes. The color version of this figure is
available only in the electronic edition.
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et al., 2001, 2007) is clearly visible. Once the temperatures
increased, seismic velocities decreased and vice versa. This
anticorrelation was particularly in phase with temperature
variations at 2–4 m depth (Fig. 9b).

In the JB borehole close to the SPITS array (Fig. 1), the
permafrost and active layer thicknesses are 220 m and 1.5–
1.7 m, respectively (Isaksen et al., 2007). Below the active layer
and down to ∼10 m in depth, the permafrost experiences sea-
sonal temperature fluctuations below the freezing point (Fig. 9;
Isaksen et al., 2007). These seasonal temperature changes influ-
ence the ice content of the ground, which significantly affects
its seismic properties, in particular the shear modulus (e.g.,
Timur, 1968; Zimmerman and Michael, 1986; LeBlanc et al.,
2004; Dou and Ajo-Franklin, 2014; Dou et al., 2016; James
et al., 2017, 2019; Stemland et al., 2020). In Alaska, James et al.

(2017) monitored large velocity changes in the active layer
employing the MWCS method based on high-frequency noise
recordings (13–17 Hz), resulting in dv/v values of up to ∼10%.
The authors pointed out that the measured amplitudes of dv/v
were lower than expected for thawing (90%) because only a
portion of the wave energy could be recovered.

Ambient seismic noise across the SPITS array exhibited a
higher coherency in a lower frequency range compared with
the study of James et al. (2017), which allowed us to resolve
velocity changes at 0.5–2 Hz. The estimated dv/v amplitude
was lower compared with the observations by James et al.
(2017) in the active layer. Figure 9 illustrates that the smoothed
dv/v estimates are in phase and anticorrelated with the temper-
ature variations at 2–4 m in depth. From this, we interpret that
the velocity variations observed in the frequency range
0.5–2 Hz are governed by temperature changes below the
active layer but above the depth of zero annual mean temper-
ature change at ∼10 m depth (Fig. 9b). Temperature and
thus velocity variations at this depth level may be explained
by ice saturation with the percentage of unfrozen interstitial
water drastically affecting the permafrost seismic properties
(Zimmerman and Michael, 1986; LeBlanc et al., 2004; Dou
and Ajo-Franklin, 2014; Stemland et al., 2020). In particular,
the ice saturation is most likely controlled by the degree
of salinity of the Adventdalen group geological formation
(Stemland et al., 2020). To examine the possibility that
spurious dv/v measurements may be caused by systematic
temporal changes in the wavefield associated with icequake
activity, we compared the temporal distributions of events
in the NORSAR f-k analysis (NORSAR, 1971) with the dv/v
time series and the temperature variations at 3 m
depth (Fig. 10).

The rose plots in Figure 10 suggest that most of the detected
events are located in a north–south direction, consistent with
the glacier activity described in the previous section and in
Köhler et al. (2015). The majority of events are characterized
by high-frequency content: the number of detections decreases
by a factor of 18 between the frequency bands 1–4 and 0.5–
2 Hz. In the event count plot, the number of daily detections
(normalized over the full 3 yr period) is color coded and com-
pared with the dv/v time series filtered in the same frequency
bands. In the 1–4 Hz range, a strong increase in the number of
events detected during summer is discernible, consistent with
an increase in icequake activity. However, significant seasonal
dv/v variations are absent. In contrast, the low-frequency
results exhibiting the strongest seasonal dv/v variations show
much less icequake activity.

These results are thus not implying a correlation between
icequake activity or wavefield anatomy and seismic velocity
change estimates. We conclude that the preprocessing of CCFs,
especially the removal of segments containing large-amplitude
transients, resulted in a sufficiently randomized coda wavefield
in the 8–20 s analysis window and thus unbiased dv/v estimates

Figure 9. Relative seismic velocity changes compared with ground
temperatures. Black solid line represents locally weighted linear
regression of dv/v estimated with the doublet method for the
frequency range 0.5–2 Hz (represented as black dashed line);
colored curves represent borehole temperatures measured at
different depths (0.2–15 m) within a borehole at Janssonhaugen
(denoted JB on Fig. 1; Isaksen et al., 2001, 2007).
(a) Temperature from 0.2 to 15 m depth plotted together with
dv/v (raw and smoothed curves); (b) temperature from 2 to 4 m
depth, smoothed dv/v and linear velocity and temperature trends
computed from the smoothed dv/v curve and temperature
averaged between 2 and 4 m depth, respectively. The color
version of this figure is available only in the electronic edition.
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(Hillers et al., 2015). Ballistic components with a dominant
∼north–south propagation direction in summer associated with
the icequake activity did not govern the results. We conclude that
the obtained change in the elastic properties of the medium are
genuine and most likely driven by changes in temperature.

Therefore, we consider the SPITS continuous array data to be
an important resource to study the behavior of the permafrost
layer in response to the globally increasing temperature associ-
ated with climate change. We demonstrated the ability to study
the impact of the seasonal temperature variation on permafrost.
We also highlight the resolution of a long-term effect that is
illustrated by the consistency between the decreasing trend in
dv/v and a simultaneous increase in temperatures from 2009
to 2011 observed in the Janssonhaugen borehole (Fig. 9).
This type of analysis would benefit from ambient seismic noise
measurements within shallower surface layers, requiring the
installation of additional sensors with reduced interstation dis-
tances. Such a network could be accommodated readily within
the aperture limits of the current array, in which essential infra-
structure in terms of cables and communication lines is already
provided. Independent laboratory analysis of Adventdalen
permafrost samples also would be of great interest to better
quantify the effect of ice saturation on the observed seismic
velocity variations (e.g., Zimmerman and Michael, 1986).

Conclusions
Most of the challenges in the
application of geophysical
investigations in polar environ-
ments are related to extreme
seasonal changes as well as
the permafrost cover (Kneisel
et al., 2008). On the one hand,
these climate conditions
induce large variations in the
elastic properties of the
ground, allowing for testing
of new methodologies in these
natural laboratories. On the
other hand, the deployment
of monitoring systems is ham-
pered by these environmental
settings. The installation of a
seismic monitoring network
within the Adventdalen valley
is challenging. First, the long
duration of the winter period
with snow and ice coverage
means that there is only a lim-
ited time window available in
which deployment and mainte-
nance of instruments is fea-
sible. Second, options for

instrument installations are limited, which in turn may result
in a network geometry that is not optimal for a specific
research target. For example, the SEISVAL broadband seis-
mometers could not be installed on the valley plain, but
had to be placed on its north and south sides because a broad
braided river emerges during summertime. It is unknown in
which seismic frequency range this braided river contributes
to the ambient seismic noise field. Only a few rock outcrops
were available onto which seismometers could be cemented,
and these boulders are not connected to the bedrock, which
increases the possibility of low-quality records. The stiffness
of the frozen ground prevented burial of the seismometers
to shield them from wind. Although the construction of a per-
manent network such as SPITS is costly and challenging, it is
essential for proper long-term seismic monitoring of geological
features such as permafrost. In particular, the array geometry
allows for an enhanced signal-to-noise ratio employing array
analysis approaches. The deployment of temporary seismic
networks is essential as well because their geometry and thus
sensitivity can be adapted to a specific target. In addition, they
complement the permanent station coverage. This study dem-
onstrates that passive seismic data acquired over an extended
period of time and collected for initially different purposes can
be used for environmental applications, such as monitoring the

Figure 10. (a) Rose plots indicating azimuthal distributions of events according to their dominant
frequency for the years 2009–2011. The absolute number of detected events in each frequency
range is indicated below each rose plot. (b) Number of high-frequency events (icequakes) per day
normalized over the whole time period (see color bar) compared with dv/v estimates (black lines)
and temperature measured at 3 m depth variations (magenta dashed lines). From top to bottom:
frequency ranges of 1–4, 0.5–2, and 0.25–1 Hz. The color version of this figure is available only in
the electronic edition.
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temporal evolution of shallow permafrost layers and thus help-
ing to assess its vulnerability to climate change.

Our study emphasizes the necessity of combining different
monitoring and analysis methods. The results from the various
approaches demonstrate the feasibility of geophysical methods
for continuous permafrost monitoring. The observations pro-
vide suggestions for future seismological investigations and
highlight the sensitivities and resolution capabilities of the
employed methods. We demonstrated that seismic interferom-
etry applied to several years of continuous data can resolve
permafrost dynamics. Specifically, we recovered both seasonal
and long-term temperature effects on the permafrost through
the measurement of seismic velocity variations.

The main results of our study are:

• A shallow S-wave velocity model of the subsurface represen-
tative of late summer conditions was built from active seis-
mic data. The model is characterized by low shear-wave
velocities of only 200 m/s within the upper 50 m, increasing
to approximately 450 m/s at 100 m depth.

• The temporary SEISVAL network and the permanent SPITS
array are suitable for detection and identification of local
microseismic events. Detected seismicity consists of
icequakes and probably mining-induced events.

• Spectral analysis of the ambient seismic noise recorded at
SPITS shows that the energy is dominated by the secondary
microseism peak. A stable noise source is also recovered at
0.5–4 Hz.

• An f-k analysis performed on five years of SPITS data
(2009–2013) shows that energy corresponding to typical P-
and S-wave slownesses dominates over all frequency ranges.
Interestingly, this pattern seems to be a temporally stable fea-
ture throughout each year, reduced in visibility only during
summer months when surface-wave velocities prevail.

• This transition between wave types occurs very suddenly,
coinciding with the average air temperature exceeding the freez-
ing point and is accompanied by a change in wavefield direction.

• The CCFs computed between SEISVAL stations was success-
fully modeled based on a 3D velocity model of the
Adventdalen valley.

• The wavefield observed in the modeled Green’s functions fits
Rayleigh waves propagating along the length of Adventdalen.

• Seasonal changes in seismic velocity extracted from SPITS
array data appear to be correlated with temperature varia-
tions in the permafrost below the active layer.

• Adecreasing trend in seismic velocity within the shallow perma-
frost layer is interpreted as the effect of an increase in the average
temperature recorded at Svalbard between 2009 and 2011.

Data and Resources
The Norwegian Seismic Array (NORSAR) bulletins are available at
https://www.norsar.no/seismic-bulletins/. The 12 seismic stations for

the SEISVAL experiment were rented from the French national pool
of portable seismic instruments SisMob-RESIF (https://sismob.resif.fr/).
We used a high-performance Python code developed at ISTerre,
Université Grenoble Alpes, to compute the noise-correlation functions
(Boué et al., 2013, 2014). The 3D Adventdalen velocity model was
updated by systematic gathering of all existing data and their evaluation
using the OpendTect freeware (https://dgbes.com/index.php/software/
free#opendtect). The open-source sw4 code is available at https://
github.com/geodynamics/sw4. A part of the plots was made using the
Generic Mapping Tools version 6.1.1 (Wessel and Smith, 1998). The sup-
plemental material including additional figures is available to the reader.
The information about Global Land Ice Measurements from Space
(GLIMS) is available at http://www.glims.org. All websites were last
accessed in May 2021.
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