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S U M M A R Y
Cross-correlations of 2–35 Hz ambient seismic noise recorded by three linear arrays across
the San Jacinto Fault Zone (SJFZ) in Southern California are used to derive high-resolution
shear wave velocity models for the top 50–90 m of the crust at the array locations. Coherent
Rayleigh surface waves are inverted to construct 2-D maps of group velocities in the range
0.2–0.6 km s−1. These maps are inverted to shear wave velocities around the fault using a
Markov Chain Monte Carlo approach. The results show marked low-velocity zones in the
top 20–30 m with velocity reduction up to 35 per cent and shallow flower structures at depth
shallower than 50 m. The derived velocities, location of low-velocity zone with respect to main
surface traces and shape with depth are generally consistent with borehole measurements and
previous imaging of deeper sections of the SJFZ at the same sites or nearby. The imaging
technique requires only ∼30 d of data (90 per cent of the signal-to-noise ratio is obtained in
15 d) and it bridges an observational gap between surface geology and typical tomography
studies with no resolution in the top 100 m.

Key words: Seismic tomography; Interferometry; Wave scattering and diffraction; Wave
propagation; Wave scattering and diffraction Rheology and friction of fault zones.

1 I N T RO D U C T I O N

Tomographic images of fault zones and their surrounding regions
provide essential information for many topics including accurate
derivation of earthquake locations and source properties, estima-
tions of seismic ground motion and analysis of geodetic data (e.g.
Lin et al. 2007; Lindsey & Fialko 2013; Kurzon et al. 2014). The San
Jacinto Fault Zone (SJFZ) is the most seismically active component
of the boundary between the North American and Pacific plates
in southern California (Hauksson et al. 2012; Ross et al. 2017).
Recent studies derived detailed tomographic images for the region
within and around the SJFZ using data recorded by regional stations
(e.g. Allam & Ben-Zion 2012; Allam et al. 2014; Fang et al. 2016;
Zigone et al. 2015) and linear arrays that cross the SJFZ at different
locations (Fig. 1; e.g. Yang et al. 2014; Qiu et al. 2017; Share et al.
2017; Qin et al. 2018). Double-difference earthquake tomography
of P and S traveltimes provided accurate images in the approxi-
mate depth range 2–17.5 km (Allam & Ben-Zion 2012; Allam et al.
2014), while inversions of Rayleigh and Love wave properties con-
structed from the ambient noise in the frequency range 0.07–0.33 Hz

yielded reliable images in the approximate depth range 0.5–10 km
(Zigone et al. 2015). A joint inversion of the earthquake traveltimes
and surface wave dispersion data provided an integrated velocity
model over the approximate depth section 0.5–17.5 km (Fang et al.
2016). These regional velocity models were augmented by imaging
fault damage zones and bimaterial interfaces based on data recorded
by linear arrays (Fig. 1) at different locations (Yang et al. 2014; Qiu
et al. 2017; Share et al. 2017; Qin et al. 2018).

These studies resolved multiple structural features at seismo-
genic depths, but they had—like other such studies—essentially no
resolution in the top 500 m of the crust. To provide information
on local structures at that depth section, several studies analysed
ambient noise data at frequencies up to 10 Hz recorded by a dense
rectangular array at the Sage Brush Flats (SGB) site of Fig. 1 (Ben-
Zion et al. 2015; Roux et al. (2016) and Mordret et al. (2018)).
Seismic imaging of the top crust is challenging because of the
increased small-scale heterogeneities, produced by multiple defor-
mation processes that are effective at the subsurface (e.g. passing
seismic waves, fluid-rock interactions, thermoelastic strain, etc.),
and requires high station density to be resolved. Roux et al. (2016)
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Figure 1. A map of the study area along the San Jacinto fault zone in southern California. The red triangles show locations of across-fault linear arrays DW,
JF and RA used in this study. The insets show Google Earth zoom views of each of the three arrays with blue dots marking station locations. The red lines
in each inset presents the locations of the surface fault strands based on geological mapping (T. Rockwell, personal communication, 2015). The blue triangle
indicates the location of the Garner Valley Downhole Array (GVDA).

and Mordret et al. (2018) applied double-beamforming to extract
phases from the high-frequency noise recorded by the dense rect-
angular array and Hillers et al. (2016) used a focal spot imaging
technique that provided images of the velocity and anisotropy. De-
veloping and implementing additional techniques that can be used
to image the subsurface can close an important observational gap
and provide information that is highly relevant for various topics
including estimates of seismic hazard, effective rheology of the
subsurface material and environmental seismology topics such as
monitoring landslides, ice sheets, glaciers and hydrological changes
(e.g. Larose et al. 2015; Lecocq et al. 2017).

In this work we use data recorded by three linear arrays located
on the Clark Fault branch of the SJFZ. Fig. 1 shows the location
of the seismic stations of each array together with the position
of the surface fault strands derived from detailed surface geology
mapping (T. Rockwell, personal communication; see also Salisbury
et al. 2012). From northwest to southeast, the Ramona array (RA) is
situated in a large alluvial fan, 1200 m southeast from the Hog Lake
paleoseismic site (Rockwell et al. 2015). The Dry Wash (DW) array
is located on alluvium (Fig. 1; Salisbury et al. 2012). The Jackass
Flat (JF) is located on Quaternary alluvium (Fig. 1; Whearty et al.
2017). Salisbury et al. (2012) showed that for all three array sites,
the last surface rupturing event was the Mw ∼7.3 1800 November
22 event with offsets of ∼3.3 m (RA), ∼2.8 m (DW) and ∼2.4 m
(JF). The RA site is also located just southeast of the termination of
surface rupture of the Mw 6.9 1918 April 21 San Jacinto (Salisbury
et al. 2017).

Data from the DW, JF and RA arrays are used here to image
the shallow velocity structure from analysis of the ambient seismic
noise Rayleigh waves at frequencies up to 35 Hz. The surface waves

are inverted for shear wave velocities in the top 100 m with a Markov
Chain Monte Carlo (MCMC) approach (e.g. Shapiro et al. 1997;
Stehly et al. 2009; Lehujeur et al. 2018). The results reveal shallow
flower-shaped damage zones (e.g. Ben-Zion & Sammis 2003) sur-
rounded by heterogeneous structures that complement the deeper
fault zone imaging results at these and other array locations men-
tioned earlier. In Section 2 we discuss the data and pre-processing
steps applied to the continuous seismic records. Section 3.1 presents
the techniques used to compute high-frequency correlation func-
tions and extract dispersion curves from those cross-correlations.
All these methodological steps are illustrated on data of the DW
array. Section 3.3 presents corresponding results for the JF and RA
arrays. The shear wave velocity inversions and obtained velocity
models for the top 100 m of the SJFZ are covered in Section 3.4.
Finally, the results are discussed and summarized in Section 4.

2 DATA A N D P R E - P RO C E S S I N G

We analyse continuous seismic data recorded during a 6-month
period in 2014 and 2015 at the RA, DW and JF linear arrays across
the Clark branch of the SJFZ (Fig. 1). We use data recorded between
Julian days 100 and 280 in 2014 for JF array and between Julian days
180 and 360 in 2015 for DW and RA arrays. The DW array consists
of 12 Guralp CMG-40T sensors with instrument spacing between
29 and 52 m and a total aperture of 393 m. The JF is composed of
nine Nanometrics T120 broad-band sensors with instrument spacing
between 14 and 114 m and total aperture of 371 m. The RA array
has 12 Kinemetrics Episensor strong motion accelerometers with
instrument spacing between 15 and 150 m and total aperture of
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460 m. The sampling frequency of all instruments is 200 Hz. Below
we show basic characteristics of the data and illustrate the pre-
processing steps using example record obtained at the DW array.

Fig. 2 shows a typical 24-hr spectrogram (panel a) with the cor-
responding time-series (panel b) recorded at station DW03 during
Julian day 200 in 2015. The seismic records include local earth-
quakes that appear as high-energy bursts (see Fig. 2a) and strong,
almost continuous, high-frequency (HF) excitations in the range 10–
80 Hz. In the time-series these features are reflected by a continuous
activity with varying amplitude and numerous spikes of increased
energy as around 11 hr UTC (Fig. 2b). Systematic examination of
data recorded at other days shows that this HF noise is persistent
throughout the year with daily fluctuations involving primarily in-
creased activity during daytime. The sources of this HF excitation
are not fully understood and could include air-traffic, car-traffic and
train events (Inbal et al. 2018; Meng & Ben-Zion 2018). However,
the DW and JF arrays are in very remote areas with no significant
roads within 10 km of either site. The most likely source of high-
frequency noise at the DW and JF arrays are wind-gusts and ongoing
low-magnitude seismicity below the array; the RA array could also
have local traffic as noise sources. Applying beamforming on data
recorded by the dense rectangular array at the SGB site, Ben-Zion
et al. (2015) identified cultural noise dominant in frequency range
1–10 Hz that may be associated with various anthropogenic sources,
and clear local excitation dominating the 20–40 Hz frequency range
that is likely associated with small earthquakes below the array. De-
termination of detailed characteristics and origin of the HF noise in
the DW and other linear arrays is beyond the scope of this study.
Here we use the HF noise to reconstruct correlation functions up to
35 Hz to image the shallow structure below the linear arrays.

The daily correlation functions are computed using the pre-
processing procedure of Poli et al. (2012), adapted for regional
tomography and seasonal variation studies in southern California
by Hillers et al. (2015) and Zigone et al. (2015). The procedure
involves removal of large amplitude transients like earthquakes,
whitening in a broad frequency band of 1–90 Hz and amplitude
clipping at four times the standard deviation in each window. These
pre-processing steps were performed in Zigone et al. (2015) on 4-
hr windows. Here we reduce the window length to 15 min to better
eliminate small local earthquakes, with typical duration of a few
tens of seconds, while maintaining large portions of noise data.
This modification is needed because the higher frequencies used
in this work overlap with excitations by a large number of small
earthquakes in the SJFZ (Hauksson et al. 2012; Ben-Zion et al.
2015). The 15-min window choice maximizes the signal-to-noise
ratio (SNR) defined as the maximum amplitude divided by the stan-
dard deviation of amplitudes in a noise window in the correlation
function.

The daily cross-correlations are stacked for 180 d (between Julian
day 180 and 360 in 2015) to remove potential small-scale temporal
variations and to increase the overall SNR. As all stations record
three component signals, we compute the nine intercomponent cor-
relation functions between the vertical (Z), East (E) and North (N)
components. This correlation tensor is then rotated along the inter-
stations azimuth to provide correlation functions between the radial
(R), transverse (T) and vertical (Z) components. Fig. 3 displays the
correlation tensor filtered between 8 and 16 Hz. The observed pat-
tern has more complexity on all components than those obtained
for regional studies in the same region (Hillers et al. 2013; Zigone
et al. 2015). This is especially clear on the mixed transverse terms
(ZT, TZ, RT and TR) where scattered energy is present due to com-
plex interactions between the wavefield and the fault damage zone

(Hillers et al. 2014). The TT component shows Love waves prop-
agating between the array stations at about 0.4 km s−1. The RR,
ZR and RZ patterns are dominated by almost symmetric Rayleigh
waves travelling between the station pairs at about 0.38 km s−1. In
addition to these Rayleigh waves, a clear arrival with high apparent
velocity is observed at negative times for some components (e.g.
RZ and ZZ). This arrival dominates the ZZ anticausal correlations,
with amplitudes three times higher compared to the Rayleigh wave
and is discussed in the next paragraph.

Particle motion analysis is used to determine the nature of the
arrivals (Fig. 4). The analysis is performed on folded correlation
functions, where data at negative times are flipped and stacked
with positive times (e.g. Shapiro et al. 2005; Verbeke et al. 2012).
Figs 4(a) and (b) show the folded correlation functions between sta-
tions DW01 and DW10 (370 m of interstation distance) for the ZZ
and ZR components, respectively, along with the windows used for
the particle motion analysis (grey and red areas). The short delay
window (Fig. 4c) indicates a longitudinal polarization with an al-
most vertical incident consistent with a wave propagation upwards.
This arrival is likely related to the vertically incident body wave
reported for ZZ correlation functions at microseimic frequencies
in the same region (Hillers et al. 2013). Similar early arrivals have
also been reported by Roux et al. (2016) at frequencies >1 Hz at the
SGB site and are believed to be associated with energy produced
by numerous quakes occurring below the array (Ben-Zion et al.
2015; Roux et al. 2016). The later delay window (Fig. 4d) shows a
more elliptical particle motion for the ZZ and ZR correlation func-
tions, which confirms that the near symmetric arrivals in Fig. 3 are
Rayleigh waves. In the following we focus the imaging analysis on
these Rayleigh waves propagating between the station pairs.

3 R E S U LT S

Using the Rayleigh waves extracted from high-frequency noise
cross-correlations, we image the top 100 m of the crust around
the Clark fault (Fig. 1). We first derive group velocity maps, illus-
trating the procedure with data of the DW array, and then invert
the frequency-dependent group velocities to depth-dependent shear
wave velocity profiles.

3.1 Rayleigh wave tomography at the DW array

We follow generally the methodology described in Zigone et al.
(2015) to extract dispersion measurements from the correlation
functions and derive group velocity maps, with some modifications
needed for the current analysis of HF noise. The frequency–time
analysis (FTA) of Levshin et al. (1989) is used to measure the dis-
persion of the reconstructed Rayleigh waves between 2 and 80 Hz.
We apply the FTA to both the causal and anticausal parts of the
correlation functions for all components of the correlation tensors
containing Rayleigh waves (RR, ZZ, ZR and ZR). We first com-
pute the FTA for each signal i independently to obtain a normalized
frequency–group velocity diagram Ni(f, u), where f is the frequency
and u the group velocity. These frequency–group velocity diagrams
are then combined using a logarithmic stacking method (Campillo
et al. 1996):

As( f, u) =
∏

i

Ni ( f, u), (1)

where As(f, u) is the combined frequency–group velocity diagram.
The dispersions are measured on the [As(f, u)](1/i) diagram, which
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Figure 2. (a) A spectrogram (power spectrum) of the data recorded at station DW03 on Julian day 200 in 2015. Note the high-frequency excitation between
10 and 70–80 Hz. (b) A corresponding time-series bandpass filtered between 1 and 90 Hz.

Figure 3. Time–distance plots of correlation functions for the nine components of the correlation tensor. These traces are bandpass filtered between 8 and
16 Hz and normalized by their maximum amplitude per trace. The RR, ZR and RZ traces are dominated by Rayleigh waves, but also contain a vertically
incident short delay arrival with moderate amplitude. The ZZ component has the Rayleigh wave but is dominated by arrival with large apparent velocity. The
TT component is dominated by Love waves.

provides amplitude values between 0 and 1 independently of the
number i of stacked frequency–group velocity diagrams. We use
only the frequency–group velocity region on the [As(f, u)](1/i) dia-
gram for pairs of stations that have maximum amplitude above 0.3
(Zigone et al. 2015). As explained in Section 2, the ZZ anticausal
correlation functions are dominated by short delay arrivals com-
ing from below the array that can bias the FTA results. Therefore,
the ZZ anticausal FTA results are discarded from the stacked [As(f,
u)](1/i) diagram, giving i = 7 in our case instead of the eight pos-
sible measurements for Rayleigh waves (ZZ, RR, ZR and RZ on
both sides of the correlations). Fig. 5 shows examples of the com-
bined frequency–group velocity diagrams for four pairs of stations

along with the extracted dispersion curves (black lines) that will
be used in the inversions. We observe clear dispersion with higher
group velocity for lower frequencies as expected for Rayleigh waves
propagating along the DW array.

To ensure good quality inversions, we require that the measure-
ments meet three criteria: (1) The SNR of the Rayleigh waves should
be above 7, (2) for each frequency, paths smaller than one wave-
length are excluded and (3) the measured group velocities are fully
consistent with the average velocity calculated from the correla-
tion tensor (Fig. 3). Since the number of measurements is relatively
small, we visually inspect results associated with all station pairs.
Figs 6(a)–(d) present selected paths with corresponding group ve-
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Figure 4. (a,b) Folded ZZ and ZR correlation functions between stations DW01-DW10. The grey and red shaded areas indicate the windows used for the
particle motion plots in the bottom panels. The grey window highlights the large apparent velocity arrival visible in ZZ. The red window contains the Rayleigh
wave arrival. (c) Particle motion for the grey window. The longitudinal polarization with an almost vertical incident angle indicates a potential body or trapped
wave coming from below. (d) Particle motion for the red window with an elliptical polarization characteristic of a Rayleigh wave.

locity measurements (colours) as map views for four different fre-
quencies, 5, 10, 15 and 20 Hz. For all frequencies we observed a
reduction of the group velocities for pairs close to station DW12
situated at the centre of the array. This reduction is located between
two fault strands (black lines in Fig. 6) and indicates a local shallow
damage structure between the two surface traces of the Clark fault.
Another reduction of velocity localized around station DW04 ap-
pears for frequencies above 15 Hz and is colocated with a southern
fault strand plotted in Fig. 6.

To have a better visualization of this damage zone across the fault,
we use the Barmin et al. (2001) inversion method on a 20 × 20 m
grid to compute group velocity maps at different frequencies. The
inversion consists of minimizing a linear combination of data misfit,
magnitude perturbation and Gaussian spatial smoothing. Four pa-
rameters control the regularization of the solution: α and σ control
the spatial smoothing while β and λ control the magnitude of the
model perturbations. We select the values of parameters through

an L-curve analysis (e.g. Hansen & O’Leary 1993; Stehly et al.
2009; Zigone et al. 2015) where the chosen value is taken near the
maximum curvature of the L-curve. Fig. S1 of the Supporting Infor-
mation shows an example of this selection at 20 Hz giving α = 0.15,
σ = 30 m, β = 0.02 and λ = 0.5. The number of paths per cell is
relatively small in our study, so β has a higher influence on the
inversions compared to regional tomography where the number of
measurements at each point is much higher (e.g. Stehly et al. 2009;
Zigone et al. 2015).

Figs 7(a)–(d) present the averaged group velocity maps at 5, 10,
15, 20 and 25 Hz. The slight decrease of velocities as the frequencies
increase reflects the dispersion of the Rayleigh waves. In addition,
we observe clear changes of group velocities across the array for all
frequencies. The northeast side of the array from station DW10 to
DW06 shows a progressive decrease of group velocities towards the
surface trace of the fault. At 5 Hz a clear velocity contrast across
the northern fault strand is visible with faster velocity NE of the
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884 D. Zigone et al.

Figure 5. Examples of stacked period-group velocity diagram for (a) DW03-DW05, (b) DW04-DW11, (c) DW07-DW10 and (d) DW11-DW12. The interstation
distances are 58, 78, 104 and 30 m, respectively. All examples show frequency-dependent velocities with slower Rayleigh waves as frequency increases. The
Rayleigh wave dispersion curves are extracted from these diagrams to image the shallow fault zone structures. The black lines indicate the measured Rayleigh
waves dispersion curves and the range where [As(f, u)](1/7) > 0.3. For more details, see eq. (1) and the text in Section 3.1.

fault (Fig. 7a). There is a clear reduction in velocities for all fre-
quencies between stations DW12 and DW06 that is located between
the two fault strands. This reduction is more pronounced for higher
frequencies with velocities down to 0.27 km s−1 at 25 Hz. A second
low-velocity zone appears near station DW04 for frequencies above
15 Hz and is collocated with the southern fault stand (Fig. 7c–
e). The southwest section of the array corresponding to stations
DW01 to DW03 presents higher velocities around 0.4 km s−1 up to
0.47 km s−1 depending on the frequency.

3.2 Resolution

The resolution of the inversions with the Barmin et al. (2001)
method is controlled by the array geometry and model parametriza-
tion. We evaluate the resolution using both the paths density and the

resolution matrix to provide the number of measurements and the
resolution length at each point of the model. The resolution length is
defined as the distance for which the value in the resolution matrix
decreased by a factor of two (Barmin et al. 2001). Figs 8(a) and (b)
present, respectively, the path density in each 20 × 20 m cell and the
resolution length for the group velocity map at 20 Hz (see Fig. 7d).
As the number of stations is relatively small, the number of mea-
surements varies significantly from cell-to-cell with path densities
between 1 and 7. Cells with the smallest number of measurements
are located at the edges of the array whereas most cells located
between two stations have a path density above 3. The resolution
lengths indicate typical resolution in the range of 40–60 m for most
cells. Only three cells located at the edges of the array (blue cells
on Fig. 8b) have resolution larger than 70 m. The average resolution
length over all cells for DW array at 20 Hz is 51.8 ± 15.85 m.
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Figure 6. Map views of selected paths at (a) 5 Hz, (b) 10 Hz, (c) 15 Hz and (d) 20 Hz with Rayleigh wave group velocities indicated by colour. The aperture of
the array is ∼400 m. Note the reductions of velocity around stations DW12 and DW04 in (c) and (d). The solid black lines present the surface traces obtained
from detailed surface geology work (T. Rockwell, personal communication, 2015).

Figure 7. Rayleigh wave group velocity maps at (a) 5 Hz, (b) 10 Hz, (c) 25 Hz, (d) 20 Hz and (e) 25 Hz with Rayleigh wave group velocities indicated by
colour. The black triangles are the stations. The solid black lines present the surface traces obtained from detailed surface geology work (T. Rockwell, personal
communication, 2015). Note the velocity reductions of velocity around stations DW12 and DW04.

3.3 Along-strike variations

Here we apply similar techniques to seismic records from the RA
and JF arrays that cross the SJFZ northwest and southeast of the
DW array, respectively (Fig. 1). The results at the DW and JF ar-
rays are based on the frequency range 2–35 Hz, while the results
for RA array are associated with a frequency range 8–35 Hz due
to the different sensor type (Kinemetrics strong motion Episensor
accelerometer, see Section 2). Figs 9(a) and (b) show the group ve-
locity maps at 20 Hz for the two arrays. As observed for DW array
(Fig. 8), clear velocity reductions are correlated with the surface
traces of the fault, visible between station pairs RA06-RA07 and
JFN1-JFN3 (Fig. 9). This and related results by Ben-Zion et al.
(2015), Hillers et al. (2016) and Mordret et al. (2018) for the SGB
site confirm the systematic presence of a shallow localized damage

zone below the surface fault strands for different array locations.
However, details of the geometry and velocity reductions change
for different locations. This is shown in Fig. 10 with cross-sections
of 20 Hz group velocities at the DW, JF and RA arrays, with the
origin at the main surface fault traces.

There are several interesting observations in Fig. 10. First,
the absolute values of the Rayleigh waves group velocities vary
between the arrays. The average velocity across the DW ar-
ray is ∼0.38 km s−1, while those for JF and RA are ∼0.3 and
∼0.29 km s−1, respectively. As mentioned, all three array sites are
located on alluvium sediments. The DW site has alluvium with
∼10 m depth over bedrock near the fault and shallowing towards
the northeast based on the topography of the site. Using similar ar-
guments, the RA and JF sites are both estimated to have ∼100 m of
alluvium near the fault trace and shallowing towards the northeast.
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Figure 8. (a) Number of paths per cell for DW array at 20 Hz. (b) Value of the resolution length for DW array at 20 Hz. The average resolution length over all
cells is 51.8 ± 15.85 m.

Figure 9. Rayleigh wave group velocity maps at 20 Hz for the (a) RA and (b) JF arrays. The Rayleigh wave group velocities and stations are indicated by
colour squares and black triangles, respectively. Note the reductions of velocity around stations RA06-RA08 and JFN1-JFN3. The solid and dashed black lines
mark local surface fault traces (T. Rockwell, personal communication, 2015).

This can explain the higher average velocity observed at DW. At the
RA site there is a shallow low-velocity zone (LVZ) centred on the
main fault strand. The DW site has an LVZ between the two major
fault strands and has also a secondary LVZ about 190 m on the SW
(left) colocated with the southern fault strand. The reduction of the
Rayleigh group velocities at the DW array is ∼18 per cent in the
LVZ compared to the velocity at the edges of the array. The RA
site has stronger velocity reduction compared to DW and JF with

Rayleigh group velocity changing from ∼0.27 km s−1 near the fault
to ∼0.33 km s−1 100 m away from the fault. The velocity increase
is more marked on the southwest side of the fault with ∼0.1 km s−1

increase in only 50 m. In contrast, the shallow structure at the JF
array is associated with a clear velocity contrast between the SW
and NE sides of the fault. This is consistent with observations of
local head waves associated with shallow structure at that location
(Qiu et al. 2017).
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Figure 10. Cross-sections of Rayleigh wave group velocities at 20 Hz as a
function of distances relative to the main surface fault trace for DW (red),
JF (blue) and RA (green) arrays.

These results show clear along-strike variations of the shallow
internal damage zones around the SJFZ, which possibly reflect the
different faulting behaviour in the different locations. The simpler
Anza section (RA array) has a pronounced damage zone located
on the fault with rapid velocity recovery away from the fault. In
contrast, the DW and JF arrays in the complex trifurcation area show
more smeared shallow damage zones with less variations across the
surface fault traces.

3.4 Inversions for shear wave velocities

In this section we use the derived group velocity maps between 2 and
35 Hz to extract a dispersion curve for each cell of the model. These
dispersion observations are inverted independently at each location
of the maps to obtain depth-dependent shear wave velocity (Vs)
profiles across the SJFZ at the array’s locations. The inversions are
done with an MCMC approach which can solve nonlinear inverse
problems with non-unique solutions (e.g. Sambridge & Mosegaard
2002; Shapiro & Ritzwoller 2002; Socco & Boiero 2008; Gallagher
et al. 2009; Maraschini & Foti 2010). We use a parametrization with
six layers over a half-space and invert for the S-wave velocity and
depth of each interface. Since the computation of the surface wave
dispersion curves further require a Vp/Vs and a density model, we
also invert for these parameters in each layer, although the sensitiv-
ity of group velocity dispersion curves to them is generally low (Xia
et al. 1999). The likelihood of each model (i.e. the posterior prob-
ability density of the model space) is computed as a combination
of prior density functions of both model and data spaces (Tarantola
2005).

llk (m) = log ρM (m) + log ρD (g (m)) , (2)

where llk is the logarithm of the likelihood, m is an array corre-
sponding to a sample of the model space, ρM is the prior probability
density function (PDF) of the model space, ρD is the PDF of the
data space and g is the theory function used to compute dispersion
curves.

The prior PDF of the model space ρM is defined as the product
of uniform PDFs on each parameter of the model. Each parameter
of the depth inversion is constrained to a uniform range (Table 1)
to exclude unrealistic models from the search domain. The prior

Table 1. Prior boundaries of the uniform probability distributions used for
each parameter in the assumed layered model.

Layer
number

Top depth
range (m)

Vs range
(km s−1)

Vp/Vs
range

Density range
(g cm−3)

1 1–5 0.1–1.5 3–4 2–2.5
2 5–10 0.1–1.5 3–4 2–2.5
3 10–25 0.1–1.5 3–4 2–2.5
4 25–50 0.1–1.5 3–4 2–2.5
5 50–75 0.1–1.5 3–4 2–2.5
6 75–100 0.1–1.5 3–4 2–2.5
Half-space – 0.1–1.5 3–4 2–2.5

constraints on the shear wave velocity and Vp/Vs in each layer are
selected using borehole data at the Garner Valley Downhole Array
(GVDA) site (Fig. 1). Although these values are taken from one site,
the allowed variations account for realistic variations of properties
at different locations. In each layer, Vs is allowed to vary from 0.1
to 1.5 km s−1 (Bonilla et al. 2002) and Vp/Vs can range from 3 to
4 to account for the existence of partially consolidated and heavily
damaged material at the subsurface (e.g. Mavko et al. 2009). The
prior PDF of the data space ρD is approximated using lognormal
probability laws for each point in the dispersion curve. These laws
are centred on the velocities derived from the dispersion maps,
and we assume that the dispersion points are independent (i.e. the
covariance matrix on the data space is taken diagonal; Tarantola
2005). The forward modelling of the dispersion curves for each
possible model is done with the program by Herrmann (2013).
For each cell we run eight independent Markov chains in parallel in
which the step from one model to the next is governed by a Gaussian
proposal PDF with a diagonal covariance matrix. The terms of that
covariance matrix are adjusted along the inversion to stabilize the
acceptance ratio around 25 per cent. Each chain runs until 1000
models have been accepted. In total the inversion keeps about 8000
models over the 32 000 tested for each depth profile. From those
8000 models, the median of the 1000 best models is taken as the
solution of the inversion.

Fig. 11 presents results for an example pixel of the map along
the DW array. The black and white curves show the 1000 best mod-
els produced by the inversion and the blue curve shows the median,
which is the discussed final model. The obtained Vs models are well
defined with a limited variability within the allowed range (Fig. 11a),
and the synthetic dispersion curves fit well with the observed dis-
persion curves (Fig. 11d). The 1000 best depth profiles obtained for
Vp/Vs and density are uniformly distributed between the imposed
boundaries in all inversions (Figs 11b and c) because of the low
sensitivity of Rayleigh wave velocities to these parameters (e.g. Xia
et al. 1999). The 1-D S-wave velocity models obtained in every
pixel are combined to form a shear wave velocity profile across the
fault for each array (Figs 12 and 13). The hatched zones correspond
to poorly resolved depths, for which the average variability of the
models in Figs 12 and 13 becomes similar to the observed varia-
tions of shear wave velocity. The resolved depths vary between the
arrays (92 m for DW, 73 m for JF and 45 m for RA) because of the
different frequency ranges used at each array along with the varying
uncertainties in the group velocity maps. The results for each array
are briefly discussed below and are summarized in Table 2.

DW Array: Fig. 12(a) presents shear wave velocities across the
DW array. We observe a clear LVZ in the top 15–20 m with a
minimum velocity Vs ∼0.3 km s−1 close to station DW12. The low-
velocity zone is approximately symmetric around the midpoint be-
tween stations DW11 and DW12, as observed with the 20 Hz group
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Figure 11. Example inversion results for one pixel along the DW array. The red dashed lines show the prior boundaries for the inversion and the red dots the
initial location of the interfaces (see Table 1). The black and white curves show the 1000 best models for each parameter of the inversion: (a) Vs, (b) Vp/Vs ratio
and (c) density. The shading corresponds to the log of the likelihood of each model (eq. 2) with better models presented in lighter colours. The blue curves
show the 16, 84 (thin) and 50 per cent (thick) percentiles of the posterior distribution resampled every meter to avoid jumps in the percentiles computation.
Panel (d) presents resulting synthetic dispersion curves (grey shading scale) on top of the measured dispersion data (green curve with error bars).

velocity cross-section on Fig. 10 and follows a flower shape with
depth. The LVZ is located between the two major fault strands
marked by solid vertical lines. All these features are better illus-
trated in Fig. 13(a) that shows the velocity variations relative to the
mean velocity at each depth. The shallow flower structure is promi-
nent in the top 30 m. A clear velocity contrast is observed between
the SW and the NE sides of the northern fault trace.

JF array: A clear LVZ is observed at the JF array in the top
70 m and is offset to the NW from the main surface fault trace
(Figs 12b and 13b), as observed to a depth of about 3.5 km with
analysis of trapped waves and relative slowness computed with
local earthquakes at the site (Qiu et al. 2017). Note that in the top
10 m the velocity is very slow with Vs down to ∼0.2 km s−1. The
velocity contrast between the NE and SW sides of the fault in the
top 70 m is very clear in Fig. 13(b). The velocity contrast suggests
that the main fault corresponds to the secondary fault strand marked
by a dashed line and located SW of the main surface fault strand.
This is consistent with the conclusion of Qiu et al. (2017) that the
main seismogenic fault is located SW of the surface fault trace. An
alternative explanation consistent with the data is that there are two
fault strands at the site. Salisbury et al. (2012) identified surface
expressions of the fault to the northwest of our JF site on Jackass
Ridge and to the southeast on Rockhouse Ridge. The JF site is
located in alluvium about half way in between the two ridge sites.

The projection of the Jackass Ridge strand correlates with the signal
between JFN2 and JFN3, while the projection of the Rockhouse
strand correlates with the signal at the JF00 site (Fig. 13b).

RA array: The velocity model for the RA array presents a clear
LVZ in the top 40 m that is slightly on the NE side of the fault with
some flower shape with depth (Figs 12c and 13c). At shallow depth
(<15 m) the LVZ is pronounced with Vs values between RA04 and
RA10 down to 0.2 km s−1 (Fig. 12c). As seen in Fig. 13(c), there is
a velocity contrast in the top 50 m at the edges of the LVZ around
stations RA04 and RA10. This possibly indicates an ∼140 m wide
trapping structure as seen at other sites in the area (e.g. Yang et al.
2014). The results for RA array are spatially less stable than for
the other arrays and are poorly resolved below 45 m depth because
of the smaller amount of data and the narrower frequency range
(8–35 Hz) used at this site.

4 D I S C U S S I O N A N D C O N C LU S I O N S

Imaging studies based on the ambient noise field rarely use fre-
quencies above 1 Hz, although analysis of synthetic and small-
scale experiments demonstrated the possibility of obtaining high-
frequency surface wave dispersions with noise cross-correlation
methods (e.g. Gouédard et al. 2008a, 2008b). In this work we re-
constructed Rayleigh waves up to 35 Hz (Figs 3–7) from the ambient
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Figure 12. (a) Shear wave velocity cross-sections across (a) DW, (b)
JF and (c) RA arrays. The black solid and dashed lines are ver-
tical projections of main and secondary surface fault traces. The
hatched zones mark poorly resolved depths. Note the clear low-velocity
zones around surface fault traces and shallow flower structures with
depths.

Figure 13. Similar to Fig. 12 for variations of shear wave velocities from
the mean velocity at each depth.

noise field recorded by dense linear arrays at three locations across
the SJFZ. This allows us to derive detailed velocity models of the
subsurface structures below the arrays and helps us to bridge an
observational gap between geological mapping at the surface and
typical tomography studies that have little to no resolution in the top
100 m of the crust. The analysis uses passive noise-based imaging
that complement active sub-surface imaging techniques.
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Table 2. Major results for each array analysed.

Array Main observations
Maximum velocity
reduction (km s−1)

Max depth
resolved depth

DW • LVZ with a flower shape with depth marked in the top 20–30 m and located
between the two major fault strands.

0.22 km s−1 at 25 m depth 92m

• A clear velocity between the SW and the NE sides of the northern fault trace – –
JF • A clear LVZ is observed in the top 70 m and is offset to the NW from the main

surface fault trace.
>0.25 km s−1 in the first 5m 73m

• In the top 10 m the velocity is very slow with Vs down to ∼0.2 km s−1. – –
RA • LVZ in the top 40 m that is slightly on the NE side of the fault with some flower

shape with depth.
>0.35 km s−1 in the first 5m 45m

• At shallow depth (<15 m) the LVZ is pronounced with Vs values between RA04
and RA10 down to 0.2 km s−1

– –

• A velocity contrast is observed in the top 50 m at the edges of the LVZ around
stations RA04 and RA10.

– –

The obtained results are similar to some previous studies of the
shallow crust. Picozzi et al. (2008) reconstructed Rayleigh waves up
to 14 Hz from high-frequency noise near Nauen, Germany, and de-
rived a velocity model for the top 30 m across a fault that shows clear
velocity contrast at shallow depths similar to our results. Hillers
et al. (2016), Roux et al. (2016) and Mordret et al. (2018) analysed
ambient noise recorded by a dense rectangular array deployed at the
Sage Brush Flat site on the SJFZ (see Fig. 1 and Ben-Zion et al.
2015). Those studies used data up to 8 Hz to obtain high-resolution
images in the top 500 m of the crust, but they lacked frequencies
above 10 Hz to resolve the first tens of meters of the crust. Hillers &
Campillo (2018) derived a shear wave velocity model using 2–6 Hz
surface waves reconstructed from correlation of aftershock wave-
forms at the Landers rupture zone in California. Despite the limited
frequency band analysed, they obtained a detailed Vs model for the
top 50 m using the higher sensitivity of Love wave to the shallow
structure.

An important step for surface waves imaging is to estimate the
uncertainties of the dispersion maps and the shear wave velocity
images. The quality of noise-based group velocity maps is mainly
controlled by the network geometry and the quantity and quality of
the dispersion measurements. With the linear array geometry and
small number of stations used in this study, the group velocity maps
(Figs 7 and 9) rely on a limited number of measurements (e.g. 18
pairs at 35 Hz and 54 pairs at 7 Hz for the DW array). To assess the
dependence and variability of our group velocity maps to these mini-
mal measurements, we perform a bootstrap analysis using randomly
selected subsets with 90 per cent of the available measurements at a
given frequency, and examine the consistency between the obtained
group velocity maps for 1000 random selections. This is illustrated
in Fig. 14 by showing the mean and standard deviation of group
velocities at 15 Hz for 1000 data subsets in each cell of the DW
array. The standard deviations (Fig. 14b) are about 0.012 km s−1;
this is an order of magnitude below the overserved spatial variabil-
ity and indicates stability of the obtained group velocity maps. The
histograms of group velocity values (Fig. 14c) obtained for 1000
subsets in three different cells located at the edges and centre of
the array also demonstrate the stability of the derived results. We
note that the distributions differ mostly in the amplitude of velocity
variations but the width and location of velocity anomalies remain
stable. For the shear wave inversions, we used a Monte Carlo sam-
pling to better explore the parameter space and get posterior density
distributions for the many velocity models. This allows estimat-
ing how well the solution explains the data for any given position
and the variability of the obtained best-fitting models (see Fig. 11).

Since the frequency content is high for this study, the uncertainties
increase with depth (Fig. 11a) and are significant for properties of
the underlying half-space. This is highlighted on Figs 12 and 13
where the hatched zones mark the depths for which the average
variability becomes similar to the Vs variations making any inter-
pretations difficult. Above those depths the resulting shear wave
velocity profiles, along with the position, size and amplitudes of the
velocity anomalies are all well resolved.

The derived shear wave velocity models (Figs 12 and 13) show
high horizontal resolution of about 50–60 m over the first 50–90 m,
with prominent low-velocity zones near the surface traces of the
fault for all arrays analysed. These LVZ are well marked at shallow
depths with velocity reduction up to 35 per cent in the top 30 m
that form in some places shallow flower structures close to the main
fault (e.g. Ben-Zion & Sammis 2003). These observations provide
extensions essentially up to the surface for previous imaging of
prominent low-velocity zones around the arrays to depths of about
2–4 km based on analyses of internal fault zone reflections and
trapped waves (Yang et al. 2014; Qiu et al. 2017; Share et al. 2017;
Qin et al. 2018). These studies combined with our results indicate
the existence of hierarchical damage flower structures at different
sections of the SJFZ and other locations (e.g. Ben-Zion & Sammis
2003, and references therein). For all three arrays in this study, the
most recent surface rupture was the 1800 November 22 MW 7.3
event. The presence of systematic LVZ in different sections of the
SJFZ indicate that the imaged damage structures reflect primarily
the long-term history of the fault rather than variations within a large
earthquake cycle. This inference is consistent with the observed
rapid healing of coseismic velocity drops (e.g. Peng & Ben-Zion
2006; Wu et al. 2009; Bonilla et al. 2019) and the presence of
damage zones close to dormant faults (e.g. Rovelli et al. 2002;
Cochran et al. 2009; Hillers et al. 2014).

Among the three imaged sites, there is asymmetry of the LVZ
in the top 100 m below the DW and JF arrays. For the DW ar-
ray, the Vs reduction is concentrated between the two main fault
strands (between stations DW03 and DW12, Figs 12a and 13a)
but also shows an overall asymmetry with slower velocities of the
SW side of the array as in regional tomographic images (Allam
& Ben-Zion 2012; Allam et al. 2014; Zigone et al. 2015). These
observations are consistent with the shape of the shallow alluvial
basin location of the DW array where the deepest sediments are
located on the southwest side of the array. On the other hand, the
shallow LVZ below the JF array is located on the NE side of station
JF00 and extends up to station JFN4 (Figs 12b and 13b). The JF
array is located on the southwest side of the ∼100 m deep alluvial
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Figure 14. Bootstrap analysis results for the DW array at 15 Hz. (a) Mean of 1000 generated maps. Note the consistency with the map at 15 Hz using all
measurements in Fig. 7. (b) Standard deviation of the 1000 maps. (c) Example histograms for three cells. The variations in the obtained group velocities are
limited to 0.04 km s−1 at most. The lack of overlaps in term of absolute velocity between the histograms for cells in and outside the LVZ indicates our ability
to distinguish different cells and accurately locate the position of LVZ across the fault.

basin. The LVZ indicates that the deepest part of this basin is lo-
cated on the northeastern side of the JF array. The differences in
the results for the three different arrays highlight the along-strike
variations in the internal shallow structure reported in several stud-
ies of trapped waves (e.g. Peng et al. 2003; Lewis & Ben-Zion
2010).

One critical aspect of using correlation methods for imaging
is the availability of continuous data over a sufficient amount of
time. Typical noise interferometry with sub-Hz frequencies rely on
stacking cross-correlations over several months to accurately es-
timate surface waves Green’s functions (e.g. Shapiro et al. 2005;
Bensen et al. 2007; Campillo & Roux 2015). In this study we
stacked the cross-correlations over 6 months to better overcome
the seasonality in the noise sources distribution (e.g. Stehly et al.
2006; Tanimoto et al. 2006; Hillers & Ben-Zion 2011). However,
the high-frequency content and dense station spacing used in this
work allows getting stable imaging results with data of consider-
ably shorter duration. The shorter wavelengths sample the higher
complexity of the shallow materials, which increases the scatter-
ing of the wavefield and result in shorter convergence times. This
is illustrated in Fig. 15 by showing the evolution of the average
SNR of all station pairs used to compute the group velocity maps
as a function of the number of stacked days. The convergence rate
is fast in the first 6 d with a sharp increase of the SNR (see inset
in Fig. 15). The SNR then increases steadily following a typical
square root of stacked time (Larose et al. 2007) to finally reach a
plateau after about 30 stacked days. Based on Fig. 15, 90 per cent
of the convergence is achieved by stacking 15 d of continuous data.
Given the trend of densification of seismic networks (e.g. Lin et al.
2013; Ben-Zion et al. 2015; Nakata et al. 2016; Wang et al. 2017),
the approach presented in this paper allows for rapid inexpensive
imaging of the subsurface properties with temporal deployments of
30–40 d. Imaging the top crust in fault zone regions as done here can
help identifying locations of active fault surfaces (including blind
faults).

Figure 15. Mean signal-to-noise ratio of cross-correlation functions for the
DW array vs. number of stacked days. The results reach 90 per cent level
within 15 d. The inset shows a zoom in view for the first 40 stacked days.
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Supplementary data are available at GJI online.

Figure S1. Variance reduction as a function of the four different
parameters used in the inversion (L-curve analysis) for DW at 20 Hz:
(a) damping factor α, (b) β, (c) λ and (d) correlation length σ . The
chosen parameters are indicated by the red dots.
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